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Abstract 
Advances in artificial intelligence are leading to a new era in modern warfare.  However, this new era will also bring 
AI-related accidents, criminal activity, and the need for expert evaluation of evidence to determine what went 
wrong, and what can be done to deter it in the future. Specialists with expertise in both artificial intelligence and 
digital forensics will be needed to tackle this new aspect of warfare. The complexity of artificial intelligence is one 
factor that makes it hard to investigate, and there will be a need for different experts who can evaluate unique 
subsets of AI Forensics. 
  
Keywords: Artificial Intelligence, Digital Forensics, AI Forensics, AI warfare, UAVs, Explainable AI  

Introduction      
Although we are not living in Westworld where robots are indistinguishable from humans, we are in a time where 
we are surrounded by artificial intelligence (AI). From the curated ads on your phone to semi-autonomous cars 
driving on the road, AI is all around us. These developments cannot be contained (Scharre, 2018). The widespread 
usage of AI affects both civilian and military entities. In fact, some say artificial intelligence is the future of warfare 
(Tangredi & Galdorisi, 2021). However, the AI revolution brings with it new risks (Jensen, et al., 2019).   
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The birth of artificial intelligence 
can be traced back to a workshop 
at Dartmouth College in the 
summer of 1955, organized by 
John McCarthy who later founded 
the Stanford AI Lab (McCarthy, J., 
et al, 1955). The lofty goal of the 
workshop was to determine if “every 
aspect of learning or any other 
feature of intelligence can be so 
precisely described that a machine 
can be made to simulate it” (Liang, 
2020).  Some exciting results from 
that workshop were programs that 
played chess and others that proved 
theorems (McCarthy, J., et al, 1955). 
There was overwhelming optimism 
about this new aspect of computer 
science:  
 

“Machines will be capable, within 
twenty years of doing any work a 
man can do.” 
–Herbert Simon (Simon, 1960) 

“Within ten years the problems 
of artificial intelligence will be 
substantially solved.” 
–Marvin Minsky (Minsky, 1967) 

“I visualize a time when we will 
be to robots what dogs are to 
humans, and I’m rooting for the 
machines.” 
–Claude Shannon 
(Omni Magazine, 1987) 

Unfortunately, there were 
underwhelming results. Artificial 
intelligence research entered a 
quiet period (Allen, 2001). The 
implications of the early era 
contained two problems: limited 
computational power and limited 
access to information (Liang, 2020).  

AI research that continued 
throughout the 1970s and 1980s had 
more of a narrow focus (Allen, 2001). 
Some applications impacted the 
industry significantly. For example, 
in 1989 applied convolutional neural 
networks were able to recognize 
handwritten digits, a capability 
ultimately used by the US Postal 
Service (Liang, 2020). The topic of 
deep learning made strides in the 

Figure 1. Advantages and Disadvantages of Artificial Intelligence (AI). Experts in AI, forensics, and both fields, 
point out the pros and cons of incorporating AI into more systems (Latino, 2022). 
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1990s and continues until today 
(IBM Cloud Education, 2020). AI is 
now prevalent in all places from the 
phone in your hand to the newest 
high tech military weaponry (Haigh, 
2022).   

Staying technologically advanced 
is a critical way to stay ahead of 
adversaries, and AI is helping to 
do that. As AI is increasingly used 
in military systems, it is inevitable 
there will be instances where these 
systems fail. Whether accidental 
or criminal, these failures will 
warrant a technical investigation 
that produces legally acceptable 
and scientifically grounded findings 
on the causes – in other words, a 
forensic examination. Unfortunately, 
despite the proliferation of AI in 
civilian and military contexts and 
the subsequent incidents that are 
likely, AI forensics is not receiving 
the attention needed. Even with 
the expectation and occurrences of 
defects in AI-embedded systems, 
the idea of AI Forensics was only 
recently introduced (Baggili & 
Behzadan, 2019). Having the proper 
forensic tools available to examine 
systems used or involved in a 

military or civilian incident is also 
vital. New AI-embedded tools are 
being used to help process digital 
forensics investigations (Li, 2019). 
However, there is not much research 
investigating the forensics of AI 
itself, many of the tools needed 
for it are yet to be discovered and, 
overall, AI forensics is an area that 
is not well explored (Baggili & 
Behzadan, 2019). The next sections 
provide background information 
about digital forensics and artificial 
intelligence to better clarify these 
issues.  

Background     

What is Digital Forensics?    
Digital forensics, also referred to as 
cyber forensics, was developed over 
time to deal with cyber-attacks and 
other incidents involving computer 
technology (Luciano, et al, 2018). As 
such incidents and attacks occurred 
there became a specialized need 
to produce legal and scientific 
findings based on evidence found 
in computer hardware, software, 
networks, and data storage 
(Yaacoub, et al., 2022). Simply put, 
digital forensics is the intersection of 

criminology, computer science, and 
law. It takes the “best tools out of 
these three domains and uses them 
in an interdisciplinary fashion to 
solve crime” (Adkins, 2022).  

Forensic methods are applied to 
sources of potential evidence from 
an incident to learn and factually 
support a description of what 
happened (Pande, 2016). Because 
those methods and their results 
might be used in a court of law, they 
must also meet standards according 
(in the United States) to the Federal 
Rules of Evidence (Yaacoub, et al., 
2022). Among those standards 
are a set known as the Daubert 
Standards (Fig. 2); their purpose is 
to assure the validity of scientific 
evidence used as the basis for expert 
testimony (Daubert v. Merrell Dow 
Pharmaceuticals, Inc., 1993; “Daubert 
Standard”, n.d.). Digital forensic 
methods are no exception; they, 
too, must meet the Daubert tests 
(Brunty, 2011). Any investigation 
into an incident involves forensics 
and any such results may end up in 
a court of law, whether or not that 
is anticipated at the start of the 
investigation (Yaacoub, et al., 2022).  
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To be used in support of an expert 
opinion, any scientific results used 
as evidence in any investigation 
must meet the same standards (as 
shown in figure 2), but of course 
may use different methods for the 
analysis. The discipline of digital 
forensics has many sub-specialties 
and a vast array of methods 
due to the variety of digital-
evidence sources and their critical 
differences–from mobile phones to 
emails to networks (Yaacoub, et al., 
2022). All forensics follows a similar 
general process: identify potential 
evidence, collect it, preserve it, 

analyze it, and report on it (all while 
maintaining chain of custody) (e.g. 
DFRWS, 2001; Carrier and Spafford, 
2004; Easttom, 2022). For example, 
readers with a military background 
may already be familiar with a 
digital-forensics technique used in 
Afghanistan to “exploit intelligence”–
Document and Media Exploitation, 
or DOMEX (Sammons, 2015). With 
DOMEX, by forensically collecting 
and examining devices and digital 
media seized on the battlefield, 
examiners can uncover valuable 
information about adversaries. This 
information can then be used to 

generate actionable intelligence to 
improve battlefield efficiency and 
effectiveness (Sammons, 2015). As 
the use of computers, computerized 
devices, and embedded AI on the 
battlefield continues to increase, 
so too will the need for appropriate 
digital forensics methods and 
expertise to find, extract, and 
disseminate this information.  
  
Different subfields of forensics exist 
because different evidence requires 
distinctly different scientific bases, 
tools, and forms of analysis. Digital 
forensics is no different and itself 

Figure 2. The Daubert Standard Requirements for Scientific Evidence. According to the Federal Rules of Evidence (e.g see 
Yaacoub, et al., 2022), for scientific evidence to be used in support of expert testimony it must meet certain tests. It needs to be 

more than generally accepted in the scientific community – it needs to have been tested, with known or potential error rates and 
standards, and subjected to peer review or publication. These are known as the Daubert Standard or the Daubert tests 

(“Daubert Standard”, 2022, redrawn by Latino, 2022)
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Figure 3. Mobile Cloud Computing Architecture of Network. The graphic highlights how complex the path for information is, and 
the many devices that might be involved in running to ground evidence for an investigation. (Gloukhovtsev, 2020)

has different complex subfields with 
different components, requiring 
distinct tools and forms of analysis 
within each such subfield (Yaacoub, 
et al., 2022). For example, mobile 
devices and computer networks, 
although both digital systems that 
interact, are different in many ways. 
Mobile devices can use a cellular 
network where computers need 
WiFi (Bouchrika, 2022). Even so, 
information from a mobile device, 
flowing over a cellular network, will 
at some point likely flow through 
a computer network that may (or 
may not) utilize WiFi (Bouchrika, 
2022). Depending on the needs of 
an investigation, a forensic examiner 
might need to be experienced 

primarily with cellphones and 
smartphones, with information 
retrieved via subpoena from a 
cellular carrier, or with the methods 
needed for the various places 
where potential evidence might 
exist elsewhere in the larger, related 
computer network (as shown in Fig. 
3) (Yaacoub, et al., 2022). 
  
Consider another example, 
something as simple as 
computerized data-storage media. 
Earlier-generation computers used 
mechanical hard drives; modern 
ones and mobile devices now 
typically use solid-state memory 
(Sammons, 2015; Easttom, 2022). 
Each media type presents nuanced 

differences, challenges, and 
collection protocols that a forensic 
investigator must understand and 
correctly apply to reliably extract 
and preserve evidential data 
(Brunty, 2011).  They must not only 
collect and preserve the evidence 
appropriately; they must be 
knowledgeable about the limits of 
the collection and further analyses 
(Yaacoub, et al., 2022).  

Investigational needs can vary 
according to incident type and 
situational demand as well as device 
or technology. Where geographic 
location is important, mobile-device 
GPS and tracking-systems data 
would be vital; network evidence 
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may not be as important (Sammons, 
2015; Easttom, 2022). Establishing 
a network of known associates may 
focus primarily on email and social-
networking application evidence and 
less so on other types of evidence 
(Luciano, et al. 2018). Therefore, 
even though the basic forensic 
process and requirements for digital 
forensics, like the need for validated 
tools and quality assurance, may be 
the same, the forensic evaluation 
of each type of digital technology 
and its use can present unique 
challenges and require diverse tools 
and techniques (Sammons, 2015 & 
Pande, 2016).

Artificial intelligence is itself a type 
of digital computer system. In the 
same way each other subset of 
computer systems has common 
forensic requirements and yet 
demands specialized knowledge, 
skills, and abilities, AI introduces its 
own set of differences. AI-embedded 
technology will require not only 
specialized knowledge, skills, and 
abilities, but specialized tools for 

forensic investigations. The next 
section introduces AI and provides 
an overview of some of the key 
differences.  

What is Artificial 
Intelligence?      
IBM Cloud provides a simple 
yet compelling definition of AI: 
“Artificial intelligence leverages 
computers and machines to mimic 
the problem-solving and decision-
making capabilities of the human 
mind” (IBM Cloud Education, 2020). 
There is a wide array of technology 
under the umbrella phrase “artificial 
intelligence.”  
 
One way to think of it is as a 
Russian nesting doll (Adkins, 2022; 
see Fig. 4). Artificial intelligence 
– the generic parent concept – is 
the outermost “doll.” However, 
within that are more detailed 
sub-specialties, such as machine 
learning, deep learning, and more 
complex integrations of multiple 
methods. Machine learning 
algorithms can be trained to identify 

and collect valuable information, 
through a series of tests, with 
the help of human input. In the 
same way a toddler learns that 
falling down hurts and should be 
avoided, by falling a few times; 
a machine learning algorithm 
is trained to understand certain 
tasks by running through various 
scenarios, failing a few times, and 
being corrected with each trial 
(Haigh, 2022). Image recognition, 
such as medical image analysis, 
utilizes machine learning algorithms 
(IBM Cloud Education, 2020). Deep 
learning is said to imitate the way 
humans learn, without the need 
for human interaction (Adkins, 
2022). Instead of relying on human 
input, deep learning utilizes neural 
networks, or systems modeled on 
the human brain, to learn (IBM 
Cloud Education, 2020). Personal 
recommendations seen on apps like 
Netflix or YouTube are produced by 
deep learning systems (Steck, et al., 
2021). More complex applications 
include the use of AI in autonomous 
vehicles (Lee, 2019).  

Figure 4. The Layers of AI. This graphic depicts the 
different layers of artificial intelligence. Artificial 

intelligence is a more general term that encapsulates 
many layers and parts.  (Zhao and Krauze, 2021). 
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Common Uses of AI      
Virtual Assistants     
So-called “virtual assistants” such 
as Siri, Google Home, and Ama-
zon’s Alexa utilize AI. Although 
they are distinct systems, they all 
utilize comparable algorithms to 
complete a similar task. Machine 
learning algorithms in the form 
of Natural Language Processing 
(NLP) help ‘virtual assistant’ soft-
ware gather the required data to be 
processed to retrieve the requested 
information (e.g. see Gebhart, 2020; 
IBM Cloud Education, 2020; Eckel, 
2021; Steck, et al., 2021; Fingas, 
2022; and, Wang, 2022). NLP is 
yet another subfield of machine 
learning that makes it possible for 
computers to comprehend and 
analyze human language (IBM 
Cloud Education, 2020). However, 

virtual assistants can do much more 
than simply answer a question such 
as “What is the weather?” Rather 
than simply identifying a need for 
information and retrieving it, they 
are expanding to include identify-
ing patterns of actions to perform 
and accomplish a specific task, such 
as “make a bank transfer” (Gran, 
2022). Virtual assistants can go be-
yond even this and help individuals 
maintain a schedule for their bank 
payments as well as simplify the 
steps needed to make the transfer 
(Gran, 2022). Virtual assistants are 
just one use of artificial intelligence. 
While they show how versatile AI 
can be, more complex applications 
of it are pervasively in use.

Autonomous Vehicles     
The road to self-driving cars has 

advanced considerably over the 
past 15 years (Fig. 5). While au-
tonomous systems such as Tesla’s 
Autopilot feature have captured 
the attention of headlines (Lee, 
2019), autonomous systems have 
been utilized in planes and trains 
for years as well. Dr. Karen Haigh, 
Consultant for Cognitive Electron-
ic Warfare and Embedded AI/ML 
said:
     “Boeing (aerospace company) 
brags about the fact that on any 
given flight, a human is only re-
sponsible for 7 minutes of flight, 
everything else is done by AI. 
Airbus laughs at Boeing. What do 
you mean 7 minutes, [our pilots are 
only responsible for] 3 and a half 
minutes” (Haigh, 2022). 

Figure 5.  Timeline of Autonomous Vehicles. Achieving autonomy has been a longtime goal for inventors. With the help of 
artificial intelligence, true autonomy could be possible.   (Daly, 2022, Editorial, 2021 & Malewar, 2022. Redrawn by Latino, 2022)

9



Virtual assistants and autonomous 
vehicles are only becoming more 
common. As a high-functioning 
and newly adaptive technology, AI 
could be seen as invasive. Due to 
the burgeoning presence of AI in 
systems and technological items, 
there is high importance for a field 
of individuals who understand how 
to deal with failures in AI systems.

Why these are important    

Although these systems may be 
seen as invasive, their use is already 
too heavily relied on to be controlled 
(Haigh, 2022). Are virtual assistants 
and autonomous systems safe, or 
do they present security risks? Since 
the ‘assistants’ know and store 
valuable information (including 
details of behaviors), a breach 
caused by (or related to the use 
of) one could lead to the exposure 
of confidential data (Yampolskiy, 
2016). When an autonomous vehicle 
malfunctions or causes an accident 
(Scherer, 2015), who or what was 

responsible? In terms of dealing 
with the use of AI systems, many 
complex legal questions have been 
asked and discussed, but few laws 
or regulations have been passed 
(Haney, 2020). Determining what 
happened by forensically evaluating 
the evidence of any technological 
system involved is crucial so an 
organization or a court of law can 
attribute responsibility. Doing that 
requires detailed knowledge of 
how such systems – including any 
embedded or assistive AI – function.

How AI is currently being 
used in the military     

Artificial intelligence is also being 
used increasingly to benefit 
militaries around the world. 
From surveillance systems to 
unmanned aerial vehicles (UAVs), 
AI is significantly changing modern 
warfare. For example, satellite 
data analysis and filtering have 
advanced greatly due to machine 
learning algorithms that can handle 

substantial amounts of data (Haigh, 
2022). Surveillance systems, which 
utilize a subset of AI called facial 
recognition, are used to gather 
information on people or militaries 
of interest (Haney, 2020). AI enables 
military vessels such as robotic 
ships and submarine prototypes 
to navigate without the need 
for a sailor (Tangredi & Galdorisi, 
2021). Another military application 
of AI is its incorporation not into 
weapons systems, but the weapons 
themselves. Smart munitions and 
unmanned aerial vehicles are two 
examples.  

Smart Munitions     
While the use of AI in a weapon 
system can inflict greater or more 
severe damage, smart weapon 
systems can also be used to 
minimize unnecessary damage or 
unintended suffering. Dr. Daniel 
Ragsdale, Former Assistant Director 
for Cyber in the Office of the DoD, 
emphasized many reasons we 
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should want to see AI implemented 
into military systems. With the right 
training, AI could better determine 
“if there is a military necessity to 
apply lethal force. [Militaries] could 
have a munition for example, able 
to make a decision based upon 
the logic that is now a part of the 
weapon to discern whether or not 
you should engage” (Ragsdale, 
2022). Currently, smart munitions 
are being used in Ukraine (Ragsdale, 
2022). Provided by the United 
States, High Mobility Artillery 
Rocket Systems (HIMARS) have 
been able to lead more precise 
attacks through satellite navigation 
(Lopez, 2022). Due to the long strike 
range, Ukraine has been able to 
precisely strike Russian targets while 
simultaneously reducing danger 
to nearby civilians (Khurshudyan & 
Khudov, 2022).    

Lethal Autonomous Weapons – 
Unmanned Aerial Vehicles     
Lethal autonomous weapons are 
no longer just the science fiction of 
RoboCop or other films. According 
to Army of None author Paul 
Scharre, unmanned aerial vehicles 
(UAVs, or simply “drones”) are being 
used in about half (over 90) of the 
militaries around the world (Scharre, 
2018). Drones can be used solely 
for surveillance, or they can carry 
ordinance for use if surveillance 
reveals an actionable target. 
According to Sharre (2018), 16 of the 
militaries using drones use armed 
ones (Scharre, 2018). One example 
is the Israeli Harpy Drone. The 
autonomous systems in the Harpy 
drone were developed to search 
for radar targets (Scharre, 2018). 
Considered a ‘loitering’ munition, the 
Harpy can fly to an area and wait 
(“loiter”), until the set target is found 

(Walker, 2021). Once the appropriate 
radiation pattern is detected, the 
munition, which carries explosives, 
will dive into its target (Scharre, 
2018).   
 
Loitering munitions such as the 
Harpy have already been said to 
have helped win a war. During 
the Armenian-Azerbaijan border 
conflict, investments by Azerbaijan 
in loitering munitions gave them a 
significant advantage over Armenia 
(which was reported to only have 
one model) (Walker, 2021). This 
advancement in autonomous 
weapon systems helped lead them 
to victory (Walker, 2021).  
    
Information Gathering    
Information and intelligence-
gathering has come a long way 
since the times of spymaster George 
Washington and the Culper spycraft 
used in the Revolutionary War 
(Mount Vernon Ladies’ Association 
of the Union [MVLAU], 2022). The 
current focus is now on computer 
hacking, driven – or at least 
supplemented heavily – by artificial 
intelligence (Haney, 2020). It has 
been stated “the nation that best 
collects and makes sense of data 
through AI-applications will increase 
its military power and realize long-
term competitive advantages” 
(Jensen, et al., 2019). Cyber-attacks 
that seek to gain confidential 
information are on the rise due 
to individual countries’ hunts for 
tactical advantage (Ragsdale, 2022).   

Why these are important     
These technological advancements 
provide significant benefits to 
military organizations. Some of 
these systems are in widespread 

and common use; some are still in 
their preliminary stages. However, 
over the upcoming years progress 
will continue to be made. Although 
not every country is currently 
utilizing these new AI-embedded 
systems, more and more will follow. 
If the right procedures and tools 
are not developed, AI could grow 
in unexpected ways. With the 
expanded use of AI, issues have 
already occurred.    

AI Issues      
According to Kroenke and Boyle, 
(2019), incident causes can be 
categorized as human error, natural 
disaster, and malicious activity. As 
much as we may attempt to avoid 
them, the first two types – accidents 
– will happen. As with other 
scientific advancements, humans 
are also “very, very good at finding 
ways to use things in negative and 
unpleasant ways… and whatever 
regulations we want to put in place 
as a society is not going to cover the 
creativity of” those with malicious 
intent (Haigh, 2022).  Unintended 
outcomes or abuse of AI could 
jeopardize both digital security and 
physical security (Johnson, 2020).  
  
Adversarial Attacks and 
Deception     
It is important to remember that 
there is no system that is 100% 
secure. Systems will fail (Yampolskiy, 
2016). Just as there have been 
advancements in digital, physical, 
and political systems because of AI, 
there are many security risks that 
are of utmost importance. Both in 
civilian and military scopes, major 
threats arise with the expanded use 
of AI and some issues have already 
been detected (Johnson, 2020). 
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Figure 6. Data Poisoning Panda. Machine learning models are trained through repetitive tests. However, even well-
trained models fail as the addition of noise can confuse the model. (Hao, 2020)

One notable example of deception 
highlighted by Ragsdale (2022) 
is the “mislabeled panda” (Hao, 
2020; see Fig. 6). Through image 
recognition, or the method to 
identify and extract key figures 
from images and use them as 
input, machine learning models 
are trained to recognize specific 
entities in photos (Hao, 2020). By 
adding a bit of noise, a picture of 
a panda was confidently labeled 
by a trained AI image-recognition 
system as a gibbon (Hao, 2020). In 
spycraft, misinformation has a long 
history (MVLAU, 2022), and the 
mislabeled panda example can be 
thought of as analogous to ‘digital 
misinformation’ (Hao, 2020). The 
deliberate introduction of noise, or 
dataset errors, into an opponent’s 
data gathering can be seen as a 
form of adversarial misinformation 
attack – an attempt to ‘poison’ 
data gathered by autonomous 
systems (Hao, 2020). From finance 

to the military, data poisoning of 
an AI system could damage digital, 
physical, and political security and 
cause serious harm.   
   
Complex Environments     
As opposed to deliberate 
deception, misinformation caused 
by misinterpretation of complex 
environments is a common issue. 
In real-world domains, machine-
learning algorithms face rare 
scenarios the algorithms may not be 
trained to handle (Behzadan, 2022). 
In fact, by their very definition, rare 
events and scenarios are unlikely 
to be part of a training set and 
may even be difficult for humans 
to anticipate a need to include. In 
reference to autonomous cars, Dr. 
Behzadan gave a good example in 
which the sensors in autonomous 
cars were easily confused by graffiti 
on stop signs or on the backs of 
trucks (Behzadan, 2022). Confused 

AI, more specifically autopilots 
used in autonomous vehicles, have 
already caused (or at least allowed) 
death to occur (Hawkins, 2019 & 
Lee, 2019). In 2019, a driver of a 
Tesla Model 3 turned on autopilot. 
Ten seconds later, the vehicle 
drove into a semi-truck that was 
crossing in front of it, killing the 
driver (Lee, 2019). A situation like 
this is complex: the driver should 
have been attentive, as Teslas are 
only semi-autonomous, yet the AI 
systems should have detected the 
truck. Neither the driver nor the 
AI detected the truck or initiated 
evasive action. Who or what was at 
fault in this situation?  

For Prussian military theorist Carl 
von Clausewitz, “war is the realm 
of chance” ... since all information 
and assumptions are open to 
doubt, and with chance at work 
everywhere, the commander 
continually finds that things are 
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not as he[she] expected” (Tangredi 
& Galdorisi, 2021). Although there 
is no notable example of a failure 
like this happening yet in a war 
conflict, it is easy to imagine what 
could happen if an autonomous war 
vehicle or weapons system were 
brought into an environment filled 
with adversaries looking to deceive 
the device, or ‘rare’ circumstances 
and inputs. Confused AI could 
trigger events causing injury or loss 
of life, or poison tactical or strategic 
decision-making.

Explainable AI   
Machine learning algorithms 
are decision-making software 
‘machines.’ Yet AI processes are 
frequently referred to as either 
“black box” or “white box” (Jeong, 
2020). When the decision-making 
process of a machine learning 
model cannot be explained, this is 
referred to as a “black box” process 
(Behzadan, 2022) – you cannot 
‘see inside it’ to explain the results. 
When the “how” or “why” can be 
explained it is considered a “white 
box” process. To keep these systems 
and those who may be affected by 
their usage safe, it is necessary to 
be able to explain how it arrived at a 
given decision (Baggili & Behzadan, 
2019). Explainable AI (or “XAI”) 
aims to “enable human users to 
understand, appropriately trust, and 
effectively manage the emerging 
generation of artificially intelligent 
partners” (Turek, 2018). For forensic 
investigative purposes, all AI should 
also be explainable “white box” 
systems (Behzadan, 2022). However, 
they are not. “Given the amount of 
mystery, in terms of how different 
neural networks operate, it will be 
very hard to figure out at times, 
forensically why a system has done 
something” (August Cole, 2022).  

Many people and organizations 

are trying to prioritize XAI. 
However, as noted by Cole (2022), 
explaining how AI systems arrive 
at an output or ‘decision’ is not 
simple. Furthermore, simplifying 
the systems so they are explainable 
may cause issues with performance 
results (Tangredi & Galdorisi, 2021). 
Consider the scenario where a 
simplified, explainable AI system, 
or restrained AI, combats an 
unrestrained AI system (Tangredi 
& Galdorisi, 2021). Which would 
win? Conventional theory suggests 
the unrestrained AI systems would 
be capable of using any means 
necessary, even (perhaps, especially) 
those beyond human anticipation, 
reasoning, or convention, and 
therefore have the edge (Clark & 
McLemore, 2019). By not having to 
take extra steps (or constraints) to 
be explainable, unrestrained systems 
are more efficient and effective in 
complex environments (Clark & 
McLemore, 2019). This presents 
an unenviable choice. Do people 
sacrifice explain-ability to improve 
the efficiency and effectiveness of 
the machines they use, or do they 
keep the machines explainable but 
with decreased capability?    

How are these issues relevant to 
AI Forensics?    
The purpose of a forensic 
investigation is to identify and use 
the available evidence, use valid 
scientific methods and procedures, 
and attempt to determine what 
happened, how, and why. However, 
with an issue like black-box AI, 
it may be difficult to understand 
why something went wrong. Data 
poisoning, like adding noise, is a 
simple yet effective way to confuse 
machine-learning algorithms. 
Forensic explanations often 
depend on a timeline of events 
(Pande, 2016). However, given 
complex and unknowable black-

box processing, explaining an 
AI-related time sequence could be 
difficult. Forensics also seeks to help 
determine attribution – who or what 
was the root cause of an event or 
outcome. However, in the situation 
involving the Tesla, would the 
original programmers be at fault for 
not testing every scenario? Or would 
it be the driver for relying too heavily 
on a semi-autonomous system? 
Although this may not always be 
important, for a case that might be 
brought to court, explain-ability is 
key.    

Other issues like data poisoning and 
deception have some solutions on 
the distant horizon. AIA Guard, “an 
end-to-end cybersecurity solution 
specifically designed against 
Artificial Intelligence Attacks” is one 
example (“AIA Guard”). However, 
this is just one solution under 
development, and these systems 
are not yet prepared for complex 
environments such as the battlefield. 
More forensic tools, like AIA Guard, 
need to be created with an emphasis 
on complex environments.  

AI Forensics in Warfare   

In current digital forensics 
investigations, analyzing computer 
and system access logs and tracking 
network traffic sources are vital parts 
of the investigation (Sammons, 
2015; Easttom, 2022). The same 
need exists for an AI forensic 
investigation. It is important, 
especially regarding the military, 
to have this subfield to help create 
improved defense systems for future 
attacks. Each application domain, 
in this case AI forensics in warfare, 
has its own range of failures and 
because of this they each need 
domain-specific solutions (Johnson, 
2020).    

Many of the experts interviewed 
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for this paper mentioned how there 
is a lack of progress with the tools 
and advancements used in digital 
forensics. “Many of the tools and 
technics required for a thorough, 
scientific and legally accepted 
investigation are not yet developed,” 
(Behzadan, 2022). Note this is 
just for general forensic purposes. 
With the ongoing applications and 
advancements to weapons and 
weapons systems, there especially 
needs to be more investments made 
in the forensics of military AI use.
  
With a field as complex as artificial 
intelligence, forensics investigations 
will be complex as well. Embedded 
in both hardware and software, 

contrasting AI issues may not 
be solvable with the same tools. 
Digital and physical systems may 
overlap. For example, autonomous 
drones utilize software, however, the 
software is embedded in a physical 
computing system, itself embedded 
in a flying drone carrying ordnance 
(Tangredi & Galdorisi, 2021). Failures 
in drones and failures in surveillance 
systems may have common, or 
vastly different, root causes, event 
timelines, and outcomes.     

AI Forensic Environments  
Over the course of researching this 
paper, many different AI-embedded 
systems were mentioned. In each 
and every one, failures can occur. 

Failures in physical systems such as 
unmanned aerial vehicles or smart 
munitions could lead to physical 
damage. For example, if a UAV were 
using facial recognition to track 
targets, then identified and fired on 
the wrong individual, an investigator 
would need to uncover how this 
mistake happened. If a financial or 
operational data-gathering system 
caused loss or harm, why did this 
occur? Was it accidental in nature, 
malicious, or environmentally 
caused? Was it a problem with the 
programming or the training sets? 
Was it a hardware malfunction? Was 
data poisoning used to pollute the 
AI pattern recognition or decision-
making, as shown earlier with the 

Figure 7. Tools and Environments involved in AI Forensics. The field of AI Forensics is a complex area field with different AI-
embedded systems that will need to be investigated as well as different tools needed to help investigate.  (Jeong, 2020, Yaacoub, 

2022, & Ragsdale, 2022 redrawn by Latino, 2022)  
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panda picture? Or was there simply 
normal ‘noise’ that was such a 
‘rare’ occurrence it had not been 
accounted for in the development 
of the AI and the system it was 
embedded in?  

AI Forensic Tools  
At the core of AI Forensics and 
the tools needed is the Daubert 
standard. As previously mentioned, 
this includes five criteria forensic 
findings must meet to be used 
in court. Among those criteria 
is a known or potential error 
rate (Brunty, 2011). Finding the 
“potential rate of error” will be 
extremely crucial for an AI forensics 
investigation. This relates directly to 
Explainable AI. To have a successful 
investigation one must be able 
to rely on the evidence, and the 
Daubert Standards are the current 
legal test of reliability.

As mentioned before, systems 
like AIA Guard are a step in the 
right direction when it comes to 
protection over malware and data 
poisoning in machine learning 
algorithms (“AIA Guard”). With 
technology like AI, itself designed 
to learn and improve, the only way 
to keep systems safe is with other 
AI-embedded systems. A common 
metaphor for the situation we find 
ourselves in is an ‘arms race’ or, 
more flippantly, a Catch-22 (Heller, 
1961). Adversaries will attack. Being 
prepared for those attacks will be 
valuable. Since they are attacking 
with AI-enhanced systems, we need 
to defend with AI, creating more 
need for understanding how those 
systems were designed, how they 
function, and how they arrived at 

their outcomes. In short, more need 
for AI forensics.  

For example, most AI systems 
will have (or have the capability 
to include) global positioning 
satellite (GPS) devices. The GPS 
system could potentially find the 
initial location of where and when 
something went wrong in the 
physical system. In reference to 
an incident involving something 
like an unmanned aerial vehicle, 
GPS could be extremely valuable. 
Analyzing the patterns could help 
investigators identify information 
in the environment at the time 
of a malfunction and begin to 
understand why the system reacted 
in a certain way. In the same way 
that criminal investigators may 
retrace the steps of the offender, AI 
forensics investigators should retrace 
the “steps” of the system.    

Conclusion      

Multiple sources, expert opinion, 
and common sense arrive at the 
same conclusion – “AI is permeating 
everything we do” (Haigh, 2022). 
Although the present and the near 
future of artificial intelligence and 
autonomous weapons systems 
may not look like how the movies 
portray them, they are becoming 
more common each day. AI has 
already played a leading role in 
deciding the outcome of one war 
and is routinely employed by nearly 
half the militaries in the world. The 
use of unmanned aerial vehicles 
will continue to become a standard, 
and we can expect AI to have an 
expanded role in the future of 
warfare. The current conflict in 
Ukraine shows just how vital these 

new technological advancements 
can be (Khurshudyan & Khudov, 
2022).  

History has shown us that incidents 
have and will continue to occur 
with all applications of technology 
– civilian or military. When it comes 
to AI-embedded systems, “AI will 
not correct human errors… it will 
simply learn them,” (“AI Could 
Reduce Human Error Rate,” 2018). 
When things go wrong it is human 
nature to want to know how, why, 
and (where appropriate) who is 
responsible. We do not wish to 
accept a “black box” explanation 
of ‘incidents.’ We may, in fact, be 
compelled by law, regulation, or 
international agreement not to do 
so. Out of operational and legal 
prudence, or necessity, we will need 
assured methods to find out what 
happened – in other words, we will 
need to be capable of forensically 
evaluating the evidence. Yet AI 
systems challenge our ability to do 
this. Furthermore, the development 
of AI forensics as a field, and AI 
forensic tools, woefully lags behind 
the proliferation of AI use in multiple 
domains.   

Due to the rapid and widespread 
adoption of various AI approaches 
and their complexity, it is therefore 
important to develop the needed 
specialist forensic expertise and 
tools for commercial and military 
applications. If we do, just like with 
all new emerging branches of digital 
technology, a new field of forensics 
will emerge. AI is already in use all 
around us. Now is the time for the 
emergence of AI forensics.
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